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Abstract:  EVA is an expert system for classification and dating of ceramics. It represents an application of 

natural language processing in archaeology. The program has a knowledge base that consists of a decision 

tree. This decision tree is traversed by taking the user’s answers to a set of predefined questions. The leaf 

nodes contain the output, a classification of the object. By answering one question at a time the user is 

encouraged to look closely at the object in question for relevant characteristics. In an alternative mode of the 

program, the user can input a description of the object in natural language. EVA then automatically extracts 

the answers to the predefined questions. This is achieved by information extraction, which mainly is done by 

searching the text for particular patterns. The knowledge base of this expert system is independent and fully 

exchangeable. Its syntax is simple and thus it can easily be expanded or changed by non-programmers. 

First tests were done with vases of the geometric style, showing that this is a practicable approach capable 

of good results if the knowledge base is good enough. Further work could include a component for image 

processing or the use of machine learning for an automatic acquisition of the decision tree or of the 

information extraction patterns. 
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Motivation 

Ceramic is a common find at archaeological excavations. Shape and decoration depend on multiple factors 

like cultural environment, production place, prevailing taste and fashion, and technological achievements. All 

these factors change in the course of time, thus allowing the use of ceramic finds to date archaeological 

deposits. 

 

But to do so, it is required to look closely at the object in order to identify the distinctive features, only known 

by few experts. Tom Rasmussen and Nigel Spivey (1991: i) put this in a nutshell: 

“An ancient Greek vase is a difficult object for the non-expert to come to terms with. Faced with rows 

of apparently undifferentiated black, red and buff pots, he or she is at a loss as to where to begin.” 

 

Ceramic finds are often kept for years untouched in their deposits, because there is a lack of eligible experts 

to work on them. 

 

A solution to this problem could be the use of an expert system to classify and date ceramic. The knowledge 

of an actual human expert is stored in the system. In this way the gap between the number of human experts 

and the amount of unclassified ceramic can be filled.  
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The expert system presented in this work, EVA, can provide a second opinion and may be used as a 

learning tool, because the user is encouraged to look closely at the object in question for relevant 

characteristics by answering one question at a time. 

 

What is an expert system? 

An expert system is a program capable of solving problems similarly as human experts would do. Knowledge 

and inference methods are used to solve complex problems normally requiring enormous human expertise. 

 

Expert systems represent a special subject of artificial intelligence and the first systems were developed in 

the sixties. The first expert system DENDRAL was developed by Feigenbaum et al. to help chemists to 

analyze mass spectra of organic molecules (LINDSAY et al. 1993). 

 

Other examples cover a wide range of subjects like medicine (MYCIN), geology (PROSPECTOR) and 

configuration of computers (XCON/R1). 

 

An expert system can only achieve good results in a well-defined special field, the knowledge domain. This 

compares to a human expert who usually is specialized in only a narrow field of a specific subject.  

 

How it works 

An expert system consists of a knowledge base and an inference engine as shown in (Fig. 1). The user 

inputs facts and information about a problem through the user interface. These and the knowledge base are 

used by the inference engine to draw a deduction. 

 

 
Fig. 1 – Basic functionality of an expert system. 

 

The inference engine (Fig. 2) stores the facts given by the user in a working memory and compares them to 

the rules stored in the knowledge base. All applicable rules are transferred into the agenda, where they are 

prioritized and executed. When a rule generates a new fact, it will also traverse this process. 
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Fig. 2 – Principle of operation of the inference engine 

 

Properties of an expert system 

Expert systems have a high performance and deliver results competing with those of human experts. To be 

practicable the systems need to have a proper response time and be robust. Otherwise they won’t be 

accepted by users. It is of no use, if the user has to wait several hours to get a result, or has to cope with 

crashes and cryptic errors. 

 

Comprehensibility is one of the key properties of an expert system. If it can’t explain how deductions were 

made and which rules were applied, the acceptance of the system will be little. 

 

The knowledge of an expert system is explicitly disconnected from the processing part, thus making it very 

flexible. The knowledge base may be extended or exchanged at any time. 

 

Implementation of EVA 

EVA, the expert system discussed in this work, is an Expert system for Vases of the Antiquity that classifies 

and dates ancient ceramic. The system architecture and its implications are described in the following pages. 

 

Before implementation 

As a first step the knowledge domain has to be specified. For this case I chose attic geometric ceramic, 

dating from 900 B.C. to 700 B.C. 

 

The next thing to think of is the knowledge base and how to store the knowledge in it. The source of 

knowledge was the work from Nicholas Coldstream (2008). There is a great variety of knowledge 

representation formalisms, like semantic networks, logical models or rules. For EVA a rule based system 

based on a decision tree was chosen. 
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This choice emerged from the material itself. A specific vase can be described with a specific set of 

characteristics. For example an early geometric I and a middle geometric II amphora may be described as 

shown in (Fig. 3). 

 

 
Fig. 3 – Two sets of characteristics, each describing a vase 

 

From the representation in (Fig. 3) follows that rules can be formulated, which have the form: IF a specific set 

of characteristics is given THEN you have specific vase.  

 

Furthermore it is possible to represent these sets of characteristics in a decision tree, since some vases may 

be distinguished by only one differing attribute. The vases in (Fig. 3) for example only differ in the used 

motifs and could be distinguished from one another by asking a question like: “What motifs are used as 

decoration?”.  

 

Another thing to be considered before implementation was the choice of the programming language. 

Although there are systems and formalisms specially designed to create expert systems, EVA was 

implemented with Python, because in this way the system is flexible enough to be expanded with future 

functionalities. 

 

System architecture 

The overall architecture of EVA is shown in (Fig. 4). A user may choose to either input a description text (B) 

or answer the questions directly (A). The answers to the questions lead through the decision tree stored in 

the knowledge base. At the end of the process the user gets back a result from the system.  
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Fig. 4 – System architecture of EVA 

 

The decision tree and the knowledge base 

The decision tree is built up in the module tree.py, which uses the content stored in a separate text file, the 

actual knowledge base. Each node in the tree consists of a value, a question related to the value, a link to 

the parent node and a list of child nodes (Fig. 5). 

 

The knowledge base is a simple text file where each row represents a specific vase comprised of a set of 

characteristics as explained earlier (Fig. 3). Each row represents a path through the decision tree from the 

root node to a leaf node. In (Fig. 6) some of these paths are displayed. Questions are marked with a 

question mark and the leaf nodes containing the answer are marked with an exclamation mark. The 

corresponding full texts for the questions and answers are stored in the separate file dictionaries.py. 
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Fig. 5 – Part of the decision tree of EVA showing the components of each node 

 

 
Fig. 6 – Example of the text file containing the knowledge base 

 

Description texts 

If the user decides to input a description text and wants EVA to do the rest of the work, the two blocks on the 

right side of (Fig. 4), reached by option B, come into play. 

 

Let’s take a look at an example text describing a small oinochoe from the CVA Oxford 4 ((GB, 24) p. 12, 

plate 30 1-3)):  
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This is a small oinochoe. The handle is outlined and has a wavy line. The rim is decorated with three 

horizontal lines. On the neck a horizontal row of dots, a horizontal panel with a lozenge chain and another 

row of dots can be seen. The shoulder is decorated with a dotted snake and some sparse dots. On the belly 

are linked dots. All ornaments are interspersed by encircling bands. The lower part of the vase is covered by 

a thin layer of clay. 

 

The information that tells us how to classify the oinoche is in the text and has to be extracted. This is an easy 

task for humans, but requires a row of algorithms and commands for computers. Also the given example text 

is only one way of many possible to describe the oinochoe in question. 

 

Form and structure of natural language texts depend on personal style, language skills and the personal 

knowledge of the subject, amongst several other circumstances. There even may be some information 

missing. 

 

Thus the given text has to be processed by EVA to extract the relevant information in order to automatically 

answer the questions when going through the decision tree. In the first step the text is parsed with the 

Stanford Parser (KLEIN & MANNING 2003). The parser analyzes the structure of a sentence and does part 

of speech tagging. The output of the used parser can be seen in (Fig. 7). It shows the analyzed sentence: 

“This neck-handled amphora has a thick barred rim.” 

 

 
Fig. 7 – Output from the Stanford Parser for the sentence “This neck-handled amphora has a thick barred rim.” 

 

The next step consists of answering the questions of the decision tree with the given description text 

automatically. This task, information extraction, is done by searching for specific patterns in the text. 

 

How this works is best explained with an example. For the question: “At which part of the body are the 

handles attached?” the answer may be encoded in different ways: 

 

This neck-handled amphora has a thick barred rim. 

The handles of this amphora are attached to the neck. 
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This is a neck-handled amphora with a thick barred rim. 

This amphora has a thick barred rim. The handles are on the neck. 

 

From these few sentences there already can be defined two patterns to look for: 

…<string>-handled… 

…handles <verbal phrase with on/to> ... <string> 

 

Either the part of the body is found in the string directly attached to “-handled” or it is the string following a 

construction consisting of the word handles and a verbal phrase containing the prepositions on or to. 

 

The patterns used by EVA are all hand-crafted and thus don’t cover all possible formulations. It is possible to 

generate the patterns automatically with machine learning techniques, but for this, a large (digital) text 

corpus of vase descriptions is needed. 

 

Another problem to deal with, when coping with natural language, are synonyms. A thesaurus could be 

helpful. 

 

If EVA can’t find an answer for a specific question while traversing the decision tree, the user is asked to 

help out. When the final result is reached and displayed, EVA also prints out how the tree was traversed and 

which answers were given. 

 

Components of EVA 

The main module is called core.py and it builds the decision tree with tree.py and a given text file with the 

knowledge base. User friendly questions and patterns for information extraction are stored in the module 

dictionaries.py and use Pythons built-in data structure dictionary. 

 

The Stanford Parser is started from within core.py. The program only has a command-line interface. 

 

Future work 

EVA is in an experimental status and leaves plenty of room for improvements and functional additions. The 

knowledge base could be expanded by more regions and earlier and later periods. A graphical user interface 

with example images would improve the interaction between the program and the user. The use of example 

images would also help to clarify phenomena that can only poorly be described by words. 

 

The introduction of a certainty factor may help in measuring how good the given results are. Another 

expansion for EVA could be the support for other languages. 

 

The use of machine learning to learn the patters has already been mentioned, but it can also be used to 

build and expand the knowledge base if proper training data is provided. Last but not least image recognition 
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could be used to classify a vase directly by processing an image, and thus skipping the part of a human 

describing the object; on the contrary the program may even provide an automatically generated description. 
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